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We live in exciting times…
Open-AI GPT (2018 – 2023) 

https://lifearchitect.substack.com/p/the-memo-special-edition-gpt-4-release 

In 2014, a type of algorithm 

called a generative adversarial 

network (GAN) was created, 

enabling generative AI 

applications like images, video, 

and audio.

https://medium.com/@exceed73/claude-vs-chatgpt-a2b87f9e089b 

Gigantic! Trained on 1 – 2 

trillion tokes = human 

reading 8 hours a day for 

22 thousand years

https://www.ted.com/talks/yejin_

choi_why_ai_is_incredibly_smar

t_and_shockingly_stupid/c?lang

uage=en 

https://www.youtube.com/watch

?v=DeSXnESGxr4 

https://lifearchitect.substack.com/p/the-memo-special-edition-gpt-4-release
https://medium.com/@exceed73/claude-vs-chatgpt-a2b87f9e089b
https://www.ted.com/talks/yejin_choi_why_ai_is_incredibly_smart_and_shockingly_stupid/c?language=en
https://www.ted.com/talks/yejin_choi_why_ai_is_incredibly_smart_and_shockingly_stupid/c?language=en
https://www.ted.com/talks/yejin_choi_why_ai_is_incredibly_smart_and_shockingly_stupid/c?language=en
https://www.ted.com/talks/yejin_choi_why_ai_is_incredibly_smart_and_shockingly_stupid/c?language=en
https://www.youtube.com/watch?v=DeSXnESGxr4
https://www.youtube.com/watch?v=DeSXnESGxr4
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• Large amounts of data

• Extreme scale compute

• In-context learning

• Transformers

AI vs. Human Performance
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Paradigm Shift in AI: Foundation Models

Bommasani, Rishi, et al. "On the opportunities and risks of foundation models." arXiv preprint arXiv:2108.07258 (2021).
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https://www.nature.com/articles/s41586-023-05881-4 

https://arxiv.org/pdf/2303.04129.pdf 

https://arxiv.org/abs/2108.07258
https://www.nature.com/articles/s41586-023-05881-4
https://arxiv.org/pdf/2303.04129.pdf
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Foundation Models Power Many Applications
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Foundation Models: Scale and Emerging Capability

Scale = Compute Scale leads to Emerging Capabilities

https://arxiv.org/pdf/2206.07682.pdf 

https://arxiv.org/pdf/2206.07682.pdf
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Transformer Evolution

https://arxiv.org/abs/1706.03762 

https://arxiv.org/abs/1706.03762
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Learning Evolution: In-context Learning

Deep learning 
(representation 

learning)

Fully 
supervised

Architecture 
design

Pre-trained 
models 

(transfer learning)

Pre-train 
and fine-

tune

No 
architecture 

design

Large-scale 
models 

(in-context 
learning)

Pre-train 
and prompt

Zero-few 
shot in 
context 
learning

• Models are applied to 
new tasks out of the box

• Good performance with 
no or few examples

• Tasks are adapted to 
models vs. models 
adapting to tasks

• Humans can interact 
with the models using 
natural language

• Blurring the line between 
LM users and 
developers

https://www.microsoft.com/en-us/research/blog/ai-explainer-foundation-models-and-the-next-era-of-ai/ 

https://www.microsoft.com/en-us/research/blog/ai-explainer-foundation-models-and-the-next-era-of-ai/
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• Training on human-generated data

• Prompts selected from a dataset and 
humans write responses to demonstrate 
desired output

• Instruction tuning improves zero-shot 
performance and model’s ability to 
follow instructions

Instruction Tuning

https://arxiv.org/pdf/2109.01652.pdf 

https://arxiv.org/pdf/2109.01652.pdf
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• Human-generated data
• Humans rank the output (coming from 

different models or versions on the main 
model)

• Reward model trained to assign the 
reward to each input (main model 
output)

• Fine-tuning
• The reward model calculates reward for 

the output, which is used to update the 
policy using PPO

Reinforcement Learning with Human Feedback

https://arxiv.org/pdf/2203.02155.pdf 

https://arxiv.org/pdf/2203.02155.pdf
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Opportunities for LLMs for Energy Research:
Knowledge and Insight Generation

• Suggest creative 
experimental 
setups, 
methodologies, and 
tests to evaluate 
solar technologies.

Experimental 
design

• Answer science 
questions and get 
explanations or 
summaries of solar 
research.

Scientific QA 
and 
summarization 

• Generate data-
driven solar plant 
performance 
reports, 
maintenance 
requests, etc. 

Automated 
reporting
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Our Early Work on LLMs and PTMs

https://openreview.net/pdf?id=iUUvNqUzJX2 https://aclanthology.org/2022.bigscience-1.12.pdf https://openreview.net/pdf?id=7UudBVsIrr 

https://openreview.net/pdf?id=iUUvNqUzJX2
https://aclanthology.org/2022.bigscience-1.12.pdf
https://openreview.net/pdf?id=7UudBVsIrr
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Limitations of LLMs

https://www.noemamag.com/ai-and-the-limits-of-language/ 

https://www.noemamag.com/ai-and-the-limits-of-language/
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Productivity and the Future of Work

https://typeset.io/?utm_source=social+media&utm_medium=post&utm_campaign=scispace+copilot https://elicit.org/ 

https://www.microsoft.com/en-us/microsoft-365/blog/2023/03/16/introducing-microsoft-365-copilot-a-whole-new-way-to-work/ 

https://www.chatpdf.com/ 

72% of Fortune 500 leaders 

plan to adopt AI for 

employees

https://typeset.io/?utm_source=social+media&utm_medium=post&utm_campaign=scispace+copilot
https://elicit.org/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/03/16/introducing-microsoft-365-copilot-a-whole-new-way-to-work/
https://www.chatpdf.com/
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Opportunities for PTMs for Energy Research:
Predictive Modeling, Anomaly Detection and Beyond

• Analyze solar cell 
and module image 
data to detect 
microscopic defects 
and quality issues.

Defect 
detection 

• Assess solar farm 
images over time to 
identify maintenance 
needs.

Predictive 
maintenance

• Evaluate satellite 
imagery of potential 
solar sites to 
estimate productivity 
and optimize system 
design.

Site 
assessments 

• Answer visual 
questions about solar 
cell microscopy 
images, PV system 
diagrams.

Visual QA
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Transformers for Multimodal Data
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PaLM-E 

(562B) 

~

 540B PaLM 

LLM 

+ 

22B Vision 

Transformer 

(ViT)

PaLM-E and GPT-4 are based on pre-trained LLMs and are capable of sophisticated in-

context learning over text and images. 

Multimodal Model for Embodied Reasoning

https://palm-e.github.io/ 

https://palm-e.github.io/
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• Democratize access to data, models and resources

• Ensure data and model provenance and security

• Ability to rapidly iterate and fine-tune in secure environments

• Access to cloud-native services to enable model experimentation 
and evaluation 

• Advanced GPU development to continue gaining algorithmic 
efficiency

Cloud Enablement 
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Safe, Secure and Trustworthy AI

• Establish guidelines and best practices for 

developing and deploying safe, secure, and 

trustworthy AI systems

• Develop standards and procedures for developers 

of AI to conduct AI red-teaming tests

• A plan for developing the Department of Energy’s 

AI model evaluation tools and AI testbeds
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Foundation Model Transparency Index

https://crfm.stanford.edu/fmti/ 

https://crfm.stanford.edu/fmti/
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Safety and Security of LLMs

• Intentional misuse

• Adversarial exploits

• Inherent biases

• Unintended behavior 

Red Teaming

• Purple teaming is insufficient 
as AI systems continuously 
adapt with retraining and new 
data, especially in high-stakes 

Blue Teaming
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NIST AI Risk Management Framework (AI RMF)

https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf 

Characteristics of Trustworthy AI Systems

https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf
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Learning from Industry: Hugging Face

https://huggingface.co 

https://huggingface.co/
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▪ Accountability: Relative reliability when 
applied in key circumstances (operational 
datasets, problem sets, tasks, and 
scenarios)

▪ Robustness: Quantitative metrics for testing 
resiliency to variations in data input

▪ Explainability: Transparency of model 
behavior and identify points of failure 
through data inputs and model predictions 
trust in AI/ML in operational setting

Beyond Classic AI/ML Evaluation Metrics

ESTEEM[2] Visualizing spatiotemporal embeddings 

CrossCheck[1] Understanding representative data and 

reason for model misclassifications

[1] CrossCheck: Rapid, Reproducible, and Interpretable Model 

Evaluation. Arendt, D., Shaw, Z., Shrestha, P., Ayton, E., 

Glenski, M., and Volkova, S. ACL Workshop on Data 

Science with HITL. 2021.

[2] ESTEEM: A Novel Framework for Qualitatively Evaluating 

and Visualizing Spatiotemporal Embeddings in Social 

Media. D. Arendt, and S. Volkova. ACL’17 
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Paradigm Shift: Evaluating Emerging AI Behaviors

• Experiment with a diverse set of attacks 
on LLMs and PTMs

• Metrics:

• Core trustworthiness AI metrics

• Safety and security: core cognitive 
framing effect measures 

• Measuring the effect of attacks on 
downstream task performance

• Learning from human-AI interaction 
data (observational and interventional) 
at scale

• Achieving robust LLM behavior by 
chaining multiple feedback processes 
(self-critique → self-refine → self-
revision)
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Safety and Security by Design: Violet Teaming

• Reliable and responsible AI 
development

• Combines adversarial vulnerability 
probing (red teaming) with 
solutions for safety and security 
(blue teaming), while prioritizing 
ethics and social benefit 

• Emerged from AI safety research 
to manage risks proactively by 
design 
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Artificial vs. Biological Systems

ML systems:
• Are specialized and brittle

• Neither reason nor plan (except those 
that play games and control robots)

• Make stupid mistakes

• Do not use common sense

• Have constant number

• Humans:
• Can lean new tasks very quickly

• Understand how the world works

• Can reason and plan
• Perform chains of reasoning with an 

unlimited number of steps

• Can plan complex tasks by decomposing 
them into subtasks

• Have common sense

• Can predict consequences of their 
actions

https://arxiv.org/pdf/1911.01547.pdf 

https://arxiv.org/pdf/1911.01547.pdf
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Human vs. Machine Learning 

• Babies learn by 

observation and initially 

with little 

communication

• Accumulate a lot of 

background knowledge

• Does common sense 

emerge from observation 

and communication?

2. Learning cause and effect

3. Learning to plan

1. Learning to reason

4. Learning skills

5. Learning through experiences
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Intelligent Agents Learning Skills through Observations

• LLMs struggle with reasoning and 
planning in physical environments

• Agents with real-world experiences

• … with pre-trained skills

• … with real-world grounding

• … with embodied knowledge

• …. 

• ….

• Socially aware intelligent agents
https://arxiv.org/abs/2204.01691 https://arxiv.org/abs/2305.10626 

https://arxiv.org/abs/2204.01691
https://arxiv.org/abs/2305.10626
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Intelligent Agents with Shared Experiences

https://voyager.minedojo.org/ https://robotics-transformer2.github.io/assets/rt2.pdf 

• Learning from 
observations

• Learning from 
interactions with 
each other and 
with the 
environment

• Learning 
through 
experiences

https://arxiv.org/abs/2306.17582 

https://voyager.minedojo.org/
https://robotics-transformer2.github.io/assets/rt2.pdf
https://arxiv.org/abs/2306.17582
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https://www.linkedin.com/in/svitlanavolkova/  
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https://www.linkedin.com/in/svitlanavolkova/
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